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ABSTRACT
This final report describes progress made by TIS Incorporated for the period 7/1/91 - 10/1/91 on
SBIR contract F49620-91-C-0055 toward the development of novel optical computer architectures
and supporting methods for exploiting free-space reconfigurable interconnects.

Major findings include: (1) Reconfigurable interconnects can reconfigure slower than the bit rate
and still improve performance as long as throughput is maintained after reconfiguration; (2) A fixed
control sequence does not preclude the use of runtime conditionals, so that the performance of
traditional general purpose computing can be improved; (3) A system that uses reconfigurable
interconnects is likely to be larger than a functionally equivalent system that does not use
reconfigurable interconnects; (4) A reconfigurable approach is most effective for a small active
portion of a computer, and is not needed for an entire computer in order to appreciate a
performance gain; (5) A reconfigurable interconnect technology can have a significant impact on
interconnection networks used in parallel processors; (6) A fixed control sequence must have some
level of repetition in order to be practical; and (7) The dataflow model of computing, which
theoretically supports maximum parallelism but suffers performance sacrifices in electronic
implementations, may be significantly improved since the architecture can be modified to suit the
dataflow graph.

1. Introduction

Nearly all digital computers are constructed with electronic technologies that use transistor-based
logic gates for switching and use wires to carry information. The arrangements of wires and logic
gates define the computer architecture, which remains fixed once a computer is created. Programs
are then constructed in such a way that they map onto the fixed computer architecture, and the
responsibility for constructing programs in this way is typically handled by a compiler that
translates a high level language such as C or Pascal into object code for the instruction set of the
target machine. Often, this mapping is not very good since the physical architecture cannot be
modified to suit particular computer programs. Although some fine-grained parallel computer
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architectures such as the Connection Machine [1] allow for programmability at very low levels of
complexity, the architecture itself remains fixed and performance is sacrificed when compared to
specialized hardware designed to carry out specific tasks. The Phase I project explores an optical
computing model that supports gate-level reconfiguration of the interconnects, which offers the
novel capability of changing the architecture during the course of computation. Problems
addressed in this report include the development of three models that cover different aspects of
reconfigurable interconnects, the identification of potential applications of the models, and a plan
for continuing to a Phase 11 effort.

1.1 Statement of work, timetable, and schedule of reports

Three reconfigurable interconnect models are explored in the Phase I effort. The first model makes
use of fixed control sequences, in which the interconnects are changed in a predetermined sequence
that remains fixed throughout a computation. For this model, there is no need to feed the results of
a computation back to the reconfiguration mechanism. Two variations of this model are
considered, one in which a fixed interconnect structure is used and a reconfigurable mask modifies
the interconnect, and one in which beam-steering elements are used instead of masks. The second
model selects a control sequence based on the results of previous computations. For this model, a
fixed number of precompiled control sequences are provided, and the results of computations
determine which sequence is applied next. For the third model, the results of computations are fed
into a mechanism that generates new control sequences based on the needs of the running program.

The fixed control sequence study focuses on applications with fixed control streams such as in the
use of Gaussian elimination in solving systems of linear equations, which is important for null
steering in phased array radai applications [2, 3]. This aspect of the Phase I effort is an extension
of a Phase I Rome Laboratory (RL) SBIR contract (F30602-90-C-0081, project engineer is Robert
Kaminski, 315-330-4092) performed by TIS which involved the design of an architecture for a
digital optical Gaussian elimination processor. A Phase II follow on effort (F30602-91-C-0101,
project engineer is Robert Kaminski) is in progress and will be coordinated with a proposed Phase
IT follow on to this Phase I effort, as described in Section 8. The existing Phase II effort develops
a fixed interconnection technology for the processor. The runtime-selected study focuses on
applications with precomputed control sequences that vary in data-dependent ways, such as in
using addition for one time interval and then using subtraction for another time interval. For this
study, the results of conditionals from running programs determine which precomputed control
sequences are used and in what order. The final study explores program-generated sequences, in
which the form of the control sequence is not known until execution time, which is when the
sequecnce is generated. An application ot this paradigm is to dataflow machines, which is
discussed in Section 5.3.

A significant aspect of the reconfigurable interconnection schemes explored here is that computer
architectures are modified on-the-fly after a system is placed in service. This allows for greater
flexibility in fault tolerance, hardware re-use, and in generating custom architectures to solve
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specific problems without actually touching the physical hardware.

For this final report, progress for the contract period 7/1/91 - 10/1/91 is detailed in accordance with
the schedule shown in Figure 1.

Task or deliverable

Define optical computing model for
reconfigurability, study other models.

Investigate gate level reconfigurability for fixed
sequences.

Investigate gate level reconfigurability for
runtime-selected sequences.

Investigate gate-level reconfigurability for
runtime-generated sequences.

Prepare final technical report.

Interim reports

Final report

Time in Months

= Scheduled work

Figure 1: Timetable for the Phase I effort.

The schedule of reports for the Phase I SBIR effort is listed below. Note that the Final report is
dated three months earlier than the scheduled report date of December 31, and that the interim
reports are also dated earlier than the scheduled dates.

Report Scheduled Actual

Interim Report #01 August 31, 1991 August 17, 1991

Interim Report #02 October 31, 1991 September 30, 1991

Final Report December 31, 1991 October 1, 1991 <--- This report

1.2 Expenditure of resources
All of the labor resources have been applied since the start of the contract. Principal investigator
(PI) Murdocca contributed 360 hours to the effort, and the results of Murdocca’s effort are detailed
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here. Professors Saul Levy and Apostolos Gerasoulis of the Computer Science Department at
Rutgers University contributed 60 hours (Levy) and 80 hours (Gerasoulis) for studies into
dataflow computing (Levy) and the more general problem of interconnects in parallel processing
(Gerasoulis). Edward Roos (an optomechanical designer under contract to TIS, formerly with
OptiComp Corporation) contributed 60 hours to the investigation of acoustooptic modulators for
reconfiguration.

Murdocca visited RL as a TIS employee during July 9-10, 1991, for a technical exchange with
members of the Photonics Center. Discussions covered anticipated milestones for the S-SEED
processor, and the involvement of microlaser expert Jack Jewell in the effort. Roos visited RL
with Murdocca and Professor Thomas Stone (Rutgers U.) on September 18, 1991 to coordinate a
potential follow on to this effort with the RL effort.

1.3 Motivation for exploring reconfigurable interconnects

A digital circuit must account for all possible input combinations that may arise during the course
of omputation even though only one input combination exists at a time, so that much of the logic
is underutilized. If some information is known about a computation regarding the complexity of
logic that is needed on each time cycle, then greater efficiency can be realized through a mechanism
that reconfigures the circuit during operation (see Section 2.4).

For conventional electronic digital circuits, the gate-level interconnection network is fixed when the
system is created. This implies that the configuration of the hardware is always present ever when
large parts of it are idle. A good numerical computer provides floating point operations as well as
integer operations. Floating point is often enhanced with hardware transcendental functions.
When the computer is performing integer operations, it will not use the floating point hardware.
When floating point inultiplication is performed, transcendental hardware sits idle. With fixed
interconnects logic is underutilized. If the wires in electronic circuits can be changed on demand,
then small circuits can be made to yield the same performance as large circuits. There are probably
no reasonable means for doing this in electronics, but if the interconnects in a free-space digital
optical computer can be changed on demand, then fewer gates can perform the functions of many,
so that an optical computer can potentially provide an architectural advantage over electronic
computers.

Reconfigurable interconnects hold promise for improving the performance of parallel processors as
well. A switching network is commonly used fo: interconnecting large numbers of processors.
The switching network increases communication delays which can have a profoundly negative
effect on performance. A reconfiguration strategy can achieve the same goal without introducing a
large latency. This application of reconfigurable interconnects is discussed in further detail in
Section 5.2.

Although these arguments suggest that a greater efficiency can be achieved with a reconfigurable
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interconnect technology, there are special cases where little or no improvement can be made. For
decisionless computation, like matrix multiplication, conventional hardware implementations can
be pipelined at the gate level if engineered properly. Little savings can thus be achieved in
reconfiguring the gate-level interconnects for these applications since the logic sequence is
essentially laid out in space and is utilized nearly 100% of the time due to the nature of the
application. However, when there is a need to modify the sequence, for example, to increase
precision or to isolate faults, then there may be an advantage. Thus, the motivations for exploring
a reconfigurable interconnect technology include performance improvements, as well as fault
tolerance and post-fabrication modifications.

1.4 Background on the optical computing model

The model of a digital optical computer that is used here is based on the all-optical S-SEED [4]
processor developed at AT&T Bell Labs [5] although different devices than the S-SEEDs may be
considered for a Phase II hardware prototype (see Section 8.2). Figure 2 illustrates a digital optical
computing model that is similar to the AT&T configuration. The model is composed of alternating
arrays of optical logic gates and free-space regular interconnects. Masks in the image planes block
light at selected locations which customize the interconnects to perform specific logic functions
such as addition or sorting. The system is fed back onto iiself and an input channel and an output
channel are provided. Feedback is imaged with a vertical shift so that data spirals through the
system, allowing a different section of each mask to be used on each pass. Optical hardware for
implementing the logic and interconnects is described below.

Interconnect Mask Logic

Input |-

OR OR
Stage 0 Stage 1

Figure 2: Arrays of optical logic gates are interconnected with optical crossovers [6]. Fixed
masks in the image planes block light at selected locations which customize the system for snerific
logic functions such as addition or sorting.
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1.4.1 Gate-level optical interconnects: Figure 3 shows a schematic diagram of the optical
crossover interconnect [6], which is one of a number of demonstrated methods of interconnection
that is suitable for this model. An array of input beams is split into two identical copies. One copy
is imaged onto a mirror and is reflected back through the system to the output plane, while the
other copy is permuted according to the period of the prism array. The combined copies are
displaced slightly with respect to each other so that each copy can be independently masked in the
output plane. The gate-level interconnection pattern that this interconnect achieves is shown for
varying periods of the prism arrays in the interconnection stages of Figure 2.

i

Prism array

Input

N\

Mask

Output

Figure 3: Optical crossover interconnect. A two-dimensional array of input beams is split into
two identical copies. One copy is imaged onto a mirror and is reflected back through the system to
the output, while the other copy is imaged onto a prism array that permutes the beams according to
its pericd. Connection paths achieved with different prism array periods are shown in the right
panel.

This particular implementation of the crossover supports a fixed set of connections that are
customized through fixed masks in the image planes. If the fixed masks are replaced with
reprogrammable masks then this approach will support reconfiguration. Another method of
interconnection that supports reconfiguration is beam-steering, provided for example with
acoustooptic modulators [7] or with photorefractives [8]. Beam-steering can be more light efficient
in principle since beams are steered to their targets instead of being selectively blocked, but
reconfiguration time is generally slower than the bit rate.
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1.4.2 Oprical logic gates: A number of optical logic gates can be used to support the
reconfiguration model, and a few promising devices are described here. The symmetric
self-electrooptic effect device (S-SEED) [4] is a more recent version of the SEED which is used in
optical processor testbeds at AT&T Bell Laboratories in Holmdel, New Jersey and at Bell Labs in
Naperville, Illinois, and in a similar testbed under development in the Photonics Center at RL,
which involves collaborations between Rome Laboratory, Rutgers University, and TIS. The
SEED is based on an electrically coupled optical modulator and detector pair. The device is made
up of approximately 1200 alternating layers of GaAs and GaAlAs in an 8um thick quantum well
structure placed inside a PIN photodiode detector as shown in Figure 4. When light is applied to
the detector, a current is generated that reduces the potential across the quantum well. When a
strong enough current is created, the positive feedback allows the device to retain its state after the
light source is removed. One of the operating modes of the device is to pass light of low intensity
and to absorb light of high intensity, implementing negating logic. The electrical properties of the
device make it easy to use in the laboratory, and since communication is handled optically, the
system speed of a computer made up of these devices is limited only by the device speed.
Expected operating rates are several hundred megahertz, although current devices operate only in
the tens of megahertz range due to the lack of sufficient optical power at 850nm from a single laser
source. A fabricated array of S-SEEDs is shown in Figure 5.

Infrared light in
R
—N\
p
V | === Multple
CB ! |: quantum well
+ n

'

Transmitted infrared
light out

Figure 4: Schematic of the self-electrooptic effect bistable device.

Another optical logic gate that is based on multiple quantum well (MQW) technology is the surfaCe
Emitting Laser Logic device (CELL) [9] which is based on Heterojunction PhotoTransistors
(HPTs) and Vertical-Cavity Surface-Emitting Lasers (VCSELs) [10] as shown in Figure 6. An
early array of VCSELSs is shown in Figure 7, and a similar VCSEL structure is used for the CELL
devices. The CELL operates by allowing a low intensity signal on the HPT to create a
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photocurrent which is electronically amplified to a level large enough to drive the microlaser above
threshold. Thus an optical-in/optical-out device is created which combines desirable attributes of
both transistors and lasers.

Figure 5: Array of S-SEEDs with a 40um spacing between mesas.

VCSELSs have been fabricated and demonstrated in two-dimensional arrays, and CELLs are in the
process of being fabricated at Sandia National Laboratories. Dr. Gregg Olbright was the principal
investigator involved in this work at Sandia before he and Dr. Jack Jewell, formerly of Bell Labs,
formed Photonics Research Incorporated (PRI) where they continue in this line of work. Olbright
and Jewell maintain frequent contact with Technical Imaging Services on the use of these devices
for the Phase I effort (see Section 8.2).

2. Fixed control sequences

A number of computer applications perform fixed sequences of operations that do not depend on
the data being processed. A simple traffic light controller repeats the fixed sequence: green-amber-
red-green (the convention used in the United States) with fixed time intervals, and since this
sequence continues regardless of traffic conditions, it is data-independent. A traffic light that alters
its behavior based on traffic volume or the presence of walk-light requests is a data dependent
application since its behavior is n-"t known until traffic volume changes and walk-light requests are
generated. This section is devoted to data-independent, fixed control sequences. The motivation
for considering this special type of computation is that it simplifies the control sequence
mechanism. The control sequence is generated external to the system and therefore does not
introduce delay in the processing loop as is the case for the models discussed in Sections 3 and 4.

2.1 The fixed control sequence model

The general form of the fixed control sequence model consists of a logic stage followed by an
externally controlled interconnect stage as shown in Figure 8. A data input stream and an
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interconnect control stream are created externally and are imaged into the system. There is no
feedback from the output to the control stream mechanism as there is for the remaining two models
since the sequence is known a priori, although there is a feedback path from the output to the data
input stream so that iterative computing is supported. For the fixed control sequence model, two
variations are considered: one in which the interconnects are controlled with reprogrammable
masks (Section 2.2) and one in which the interconnects are controlled with beam-steering elements

(Section 2.3).

Laser output
950 nm
........................................................... VCSEL anode
contact
Distributed
Bragg Retlector
p-GaAs/AlAs

e

Microlaser Active Region
u-InGaAs/GaAs

Quan*am Well (

Distributed
Bragg Reflector
n-GaAs/AlAs

Base contact

Collector n-InGaAs
HPT Base p-InGaAs
| Emitter n-AlGaAs

~ n- ubstr "L'
»r_. GaAs substrate 1 a-T,

Lght input
<980 nm

Figure 6: Structure of a CELL having an applied base contact. The emitter contact is through the
substrate at a potential common to the other CELL emitters in the array.

As an example of how this model influences computation, consider the logic circuit! shown in

1The layout was generated automatically from design tools created at Rutgers University under
joint AFOSR/ONR support.
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Figure 9, which implements the majority function (see Appendix A). The stage indices on the left
correspond to the logic and interconnect stages of the optical computing model shown in Figure 2.
There are four stages, and two passes are made through the four stages, so the circuit is eight
levels deep. Inputs are at the top and the dual-rail output is produced at the bottom. The boxes
represent optical logic gates, which is a variation of the representation normally used in digital
circuit designs. Normally the logic gate representation described in Appendix A is used, but the
box notation is used here to simplify diagrams, and because there is a need to distinguish between
the signals that an optical logic gate drives (left and right), unlike an electronic approach where the
signals are common.

tigure 7 Soaonmg CTcetom oucrograph of a small portion of an array of vertical-cavity
sutjuce-enuiting lasers ! 10].

Control

Data inputs ——ppt  Logic | ——P{ Interconnect ———p Outputs

Data

Figure 8: Block diagram of the fixed control sequence model. Data inputs and control inputs are
imaged into the system from external sources in a sequence that is fixed when computation begins.
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Figure 9: The majority function is implemented on an optical programmable logic array (PLA).
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Now consider the two systems shown schematically in Figure 10. The system on the left
represents the 16 wide by 8 deep circuit shown in Figure 9. The system on the right represents a
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circuit that performs the same function in just one level by recirculating data and modifying the
control mask. For the system on the right, less throughput? is supported because the circuit has to
perform the tasks of the original eight circuit levels. Thus, there is a direct tradeoff between the
amount of physical logic that is used and the degree of throughput that is supported. However,
when the physical logic is reduced, then a smaller system results, and small systems are preferred
to large systems since lens fields are smaller, distortions are smaller, and other aspects of the
physical implementation are simplified. These advantages are summarized in the work of Jewell
et.al. [11] as shown in Figure 11. A conclusion that may be extrapolated is that it is better to use
many copies of a small system when throughput is an issue than it is to work with a single
functionally equivalent large system, and further, a system that supports a reconfigurable
interconnect technology has a greater opportunity to exploit this property than a system that does
not.

2.2 Fixed control sequences with reprogrammable masks

A configuration for fixed control sequences is considered in which the interconnects are fixed but
mask patterns that customize the interconnects are allowed to change. As an example of this
approach, consider the truth table shown in Figure 12 which defines six Boolean functions in three
variables. The sum and carry functions descnibe the functional behavior of a full adder, which is a
basic building block used in creating an addition unit. The sub and borrow functions describe the
functional behavior of a full subtracter. The majority function (see Appendix A) is true (logical 1)
whenever more than half of its inputs are set to 1. The parity function is true whenever there is an
even number of 1’s in the input (for even parity). The majority and parity functions are used in
error correction (see Section 5.1).

Assume that these functions need to be implemented on some unspecified processor. As in most
conventional electronic computers, the functions are implemented in a fixed structure that is always
present even though only one of the functions (or a pair, such as sum-carry or sub-borrow) is used
at any one time. A potential improvement to the conventional electronic approach is to implement
just one or two functions at a time, and to reconfigure the circuit to implement the one or two
functions that are needed on demand. Although the investigation reported here considers the
development of an optical reconfiguration technology, it may be possible to use an electronic
approach rather than to resort to optical technology in order to achieve this behavior. For example,
consider the general form for a conventional electronic three variable, two function programmable
logic array (PLA) shown in Figure 13. Three Boolean variables a, b, and ¢ enter at the top, and

2Throughput refers to the amount of information that is passed through a system. A system that
has no feedback path supports a throughput rate equal to the throughput of the slowest stage. A
system with feedback supports a reduced throughput rate, which is equal to the throughput of the
slowest stage divided by the number of times the feedback path is taken.
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Figure 10: Eight-stage logiclinterconnect system (left) and equivalent folded system using a
fixed control sequence (right).

Figure 11: The effects of scaling a system down by a scaling factor s to microoptic sizes while
maintaining equivalent computational power are swnmarized (adapted from Jewell, et. al., [11]).
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these signals as well as their complements (produced by the three inverters) are passed through to
eight AND gates. The crosspoints occur where data inputs intersect AND gate inputs and where
AND gate outputs intersect OR gate inputs, and have one-time programmable fuses that enable or
disable connections between the intersecting lines. The AND matrix is followed by a
programmable OR matrix. Note that each AND gate has six input lines, that the single input line
shown represents six, and that a similar simplification is used for the OR matrix. The AND-OR
matrix provides all of the computational power needed to realize any two functions f and g of three
Boolean variables a, b, and c.

abec sum carry sub  borrow majority parity
000 0 0 0 0 0 1
001 1 0 1 1 0 0
010 1 0 1 1 0 0
011 0 1 0 1 1 1
100 1 0 1 0 0 0
101 0 1 0 0 1 1
110 0 1 0 0 1 1
111 1 1 1 1 1 0

Figure 12: A truth table describes six functions in three variables.

It is a relatively simple task to replace the one-time programmable fuses with reprogrammable
links, so that all six of the functions described in Figure 12 can be implemented with a one or two-
function reconfigurable PLA in an electronic technology. Thus in principle there is little motivation
for considering the use of a less developed optical technology. However, it is difficult to set the
crosspoints quickly in an electronic implementation due to bandwidth limitations of communicating
information to and from an integrated circuit [12]. The same crosspoint information can be stored
off the chip and can be brought in through the pins, but the simple PLA shown in Figure 13 would
need at least 64 crosspoint pins (6x8 = 48 pins for the AND stage and 2x8 = 16 pins for the OR
stage) plus the power pins and the control pins, for what is a very small circuit. Pin counts for
very large chips go only as high as about 256. A conventional VLSI chip might contain hundreds
of such PLAs, and even though they may not all need to communicate to and from the chip, a
nearly hopeless pinout problem is still posed for circuits of reasonable complexity. A possible
solution is to place a small memory at each crosspoint that stores the control sequence so that there
is no need to bring in the sequence from an external source. Although this approach is possible, it
forces the diameter of the circuit to increase, which consumes chip area and increases delay since
some functions will inevitably be pushed off of the chip. An optoelectronic approach may offer a
solution rather than using an all-optical approach, but then the electronic portion is fixed, although
this may not be a problem for some applications as reported in Ref. [13].
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